Cross-language clone detection by learning over abstract syntax trees
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Abstract—Clone detection across programs written in the same programming language has been studied extensively in the literature. On the contrary, the task of detecting clones across multiple programming languages has not been studied as much, and approaches based on comparison cannot be directly applied. In this paper, we present a clone detection method based on semi-supervised machine learning designed to detect clones across programming languages with similar syntax. Our method uses an unsupervised learning approach to learn token-level vector representations and an LSTM-based neural network to predict whether two code fragments are clones. To train our network, we present a cross-language code clone dataset — which is to the best of our knowledge the first of its kind — containing around 45,000 code fragments written in Java and Python. We evaluate our approach on the dataset we created and show that our method gives promising results when detecting similarities between code fragments written in Java and Python.

Index Terms—clone detection, machine learning, source code representation

I. INTRODUCTION

Code clones are fragments of code, in single or multiple programs, which are similar to each other. Code duplication can decrease the maintainability of a program, as it becomes necessary to fix an error in all the places where the code was duplicated. Detecting these code clones is a difficult task and has been extensively researched in the literature [1]–[3]. Some systems focus on finding clones inside a single project, while other systems try to detect clones in larger ecosystems [3], [4]. While there is a very large number of tools that have been developed for the task of clone detection, most of these have been developed to detect clones in programs written in the same programming language, and the task of detecting code clones for programs written in different languages has not been studied as much in the literature.

Although systems written in multiple programming languages have always existed, they have now become the rule rather than the exception [5]. A common case of systems written in multiple programming languages is systems following the microservice architecture [6], which have gained a large adoption as a scalable architecture for web applications. While this architecture by itself does not imply using different programming languages, developers often use the language which is best suited for a task [7], resulting in the use of multiple languages. Many large companies such as Facebook [8], Uber [9] or Netflix [7], followed by many others [10], use such an architecture and have code bases written in a variety of programming languages.

In this paper, we present a semi-supervised machine learning based system capable of finding code clones across programming languages with similar syntax. We make the following contributions.

• We present a cross-language clone detection method and provide a prototype implementation supporting clone detection across Java and Python
• We create a cross-language code clones dataset containing around 45,000 files written in Java and Python with annotations about which of the files are code clones

We make the source code of our code clone detection system as well as all the datasets we created for the experiments publicly available1.

II. BACKGROUND

Previous works have shown that code clone detection can help to refactor and improve the maintainability of large code bases [11]. However, previous works focus almost only on clone detection within a single programming language.

In systems following the microservice architecture, which is widely adopted for web applications, services are often written by different teams. This makes it hard for developers to track code and functionality duplication across different services. Furthermore, as these services can be written in different programming languages, current clone detection approaches are not applicable to detect duplication automatically. However, there are some classes of code clones that may negatively affect the maintainability of a system and which code clone detection tools could help to prevent.

For example, a common reason for the appearance of clones in a microservice context is when a service breaks the single-responsibility principle [12]. For example, a service which is responsible for managing the user posts, may at some point implement some authorization logic. Then, another service responsible for managing comments will also implement a
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1https://www.csg.ci.i.u-tokyo.ac.jp/projects/clone/
similar authorization logic, resulting in duplicated functionality.

Although all classes of cross-language clones are not trivial to refactor, there are some patterns that can be used to reduce such duplication. The system can be re-designed to extract functionality into a new micro-service which other services can reuse. Another common approach is to add the functionality to a service that is already consumed by the services with the duplicated code.

We show a simple example of a duplicated functionality implemented in Python in Listing 1 and Java in Listing 2. Although the two code snippets are written in different languages, we see a clear correspondence between their control structures. Their Abstract Syntax Trees (AST) also present some similarities. For example, both the body of the Python function and the body of the Java method contain three children — an assignment, a for loop and a return statement.

We see the possibility to detect AST resemblance but the existing approaches are not effective for this use case. Both snippets only share very few tokens in common, making token-based clone detection methods such as [4] ineffective. The AST of the fragments, although sharing some similarities, are too different for approaches such as [13] or [14] which directly compare ASTs to be applied. The kind of AST resemblance described above does not fit well the commonly used taxonomy of code clones [1]. Type III clones are often assumed to come from copied fragments while type IV clones do not assume anything on the structure of the clone ASTs. The two fragments above could potentially be seen as weakly Type III using the definition given in [15] — syntactically similar with less than 50% similarity at the statement level — although the syntactic similarity is not straightforward due to the cross-language nature of the clones.

We discuss issues with the current taxonomy further in IV-C.

One of the main challenges in detecting such clones is to map AST subtrees between programming languages. In the above example, the assignment in Python is a simple Assign node with two children while the Java assignment is much more complex, starting with an ExpressionStmt and containing nodes to declare a generic HashMap as well as nodes to instantiate a new object. Furthermore, some idioms can differ even more between languages. For example, the setdefault at line 4 of the Python example is replaced by an if statement in Java. Manually creating and maintaining such rules for multiple languages seems almost impossible and we, therefore, want a way to learn such mappings automatically.

III. PROPOSAL

In this work, we propose a semi-supervised machine learning-based system which is capable of detecting code clones across programming languages with similar syntax. A key component of this system is our token-level vectors generation algorithm, tree-based skip-gram, which generates a semantically meaningful mapping from a token to a point in a vector space. In the context of cross-language clone detection, assigning a meaningful vector representation to each token is particularly important as it makes it easier for the rest of the model to map subtrees — such as the HashMap constructor and the dictionary literal in the previous example — across languages.

We will first give a general overview of our system, then give details about our tree-based skip-gram algorithm and finally describe our clone detection model.

A. System overview

Our system trains a clone detection model and uses it to discover clones. It is mostly composed of a token-level vector generation step which is described in depth in III-B, a training step in which we use the cross-language clones dataset we created to train the model, and finally, a clone detection step, both described in III-C.
During the token-level vector generation step, the system generates a fixed-size vocabulary for each target programming language, as well as a vector representation of every token in the vocabulary. This step is unsupervised and simply requires a large amount of code for each targeted programming language. Details about vocabulary and token-level vector generation using our tree-based skip-gram algorithm are given in III-B.

Once the token-level vectors are generated, the next step is to train our clone detection model. The model being supervised, this step requires to have an annotated dataset containing information about code clones written in the targeted programming languages. The model uses the token-level vectors, computed in the previous step, to transform each node in the ASTs into vectors. It simultaneously learns to encode a whole AST into a large vector, and to classify whether the two vectors are clones or not, using the labels in the dataset provided. Details about the model and the training process are given in III-C.

The last step is the actual code clone detection. To perform clone detection, our system uses the vocabulary and token-level vectors, as well as the clone detection model generated in the previous steps. Using these, the system first vectorizes all the code fragments for which clone detection should be performed and then runs the classifier trained in the previous step on each pair of fragments to search for clones. This step is detailed further in III-D2.

B. Token-level vectors generation

Our token-level vectors generation algorithm, tree-based skip-gram, is based on the skip-gram algorithm [16] but uses the structure of the AST to compute a vector representation of each token in a target programming language. While the skip-gram algorithm treats its input as a sequence and generates the context of a particular target using the tokens around it, tree-based skip-gram uses the tree structure to generate the context for a particular target. Tree-based skip-gram is a base technique which can be used to help to find particular shapes in a target programming language, as well as a vector representation of every token in the vocabulary. This allows us to at least keep some semantic information about the token so that, for example, a string literal and an identifier can be distinguished even if their value was not found in the dictionary. We show how we generate the vocabulary $V$ in Algorithm 1. In order to be able to fall back to the type as described above, when generating $V$, we want the following property to hold.

\[ \forall a \in A, a \in P \rightarrow (a, \text{null}) \in V \]

However, property 1 might not hold if reverse_sort

$\text{Algorithm 1}$

\begin{algorithm}
\caption{Vocabulary generation algorithm}
\begin{algorithmic}
\State \textbf{function} \textsc{GenerateVocabulary}(files, includeValues, maxSize)
\State \quad \textbf{tokensCount} $\leftarrow$ empty map
\State \quad \textbf{for} file in files \textbf{do}
\State \quad \quad \textbf{ast} $\leftarrow$ \textsc{generateAst}(file)
\State \quad \quad \textbf{for} token in ast \textbf{do}
\State \quad \quad \quad \textbf{if} (token.type, \text{null}) $\notin$ \textbf{tokensCount} \textbf{then}
\State \quad \quad \quad \quad \textbf{tokensCount}[(token.type, \text{null})] $\leftarrow$ 0
\State \quad \quad \quad \textbf{if} includeValues $\land$ token.value $\neq$ \text{null} \textbf{then}
\State \quad \quad \quad \quad \textbf{tokensCount}[(token.type, token.value)] $\leftarrow$ 0
\State \quad \quad \quad \textbf{increment} \textbf{tokensCount}[(token.type, token.value)]
\State \quad \quad \quad \textbf{return} \textbf{tokensCount}
\State \quad \quad \textbf{reverse_sort} \textbf{tokensCount}
\State \quad \quad \textbf{vocabulary} $\leftarrow$ \textbf{first maxsize keys of tokensCount}
\State \quad \textbf{return} \textbf{vocabulary}
\end{algorithmic}
\end{algorithm}

We show an overview of the token-level vectors generation process in Figure 3. We will describe the algorithms to generate the vocabulary and generate the data to train the skip-gram model, and give details about how we train the model. We will provide more details about the source code collection in Section IV.

1) Vocabulary generation: To be able to learn token-level vectors for the target programming language, we first generate a finite set of tokens: the vocabulary. Each token has a type, for example, ForStmt or NameExpr and may have a value which is usually an identifier name and is often application specific. While the number of token types is finite, the number of token values is infinite — it could be any user-defined identifier. This means that we must put a threshold on the size of the vocabulary and when using our vocabulary, it will not contain all possible tokens. In most NLP applications, tokens not present in the vocabulary are replaced by a unique “unknown” token. Instead, we choose to keep a string literal and an identifier can be distinguished even if their value was not found in the dictionary. We show how we generate the vocabulary $V$ in Algorithm 1. In order to be able to fall back to the type as described above, when generating $V$, we want the following property to hold.

Property 1. Given $A$ the set of token types in programming language $L$ and $P$ the set of programs used to generate vocabulary $V$, if $|A| \leq |V|$ then

\[ \forall a \in A, a \in P \rightarrow (a, \text{null}) \in V \]
function, used at line 13 of Algorithm 1, is defined to only order with respect to the number of appearances of a token. To overcome this issue, given \( t_1 \) the value of a token and \( c_1 \) its number of appearances in the vocabulary, we use the following order \( \leq \) on the tokens to perform the sort.

\[
t_1 \leq t_2 = \begin{cases} 
    \text{false} & \text{if } v_{t_1} = \text{null} \land v_{t_2} \neq \text{null} \\
    \text{true} & \text{if } v_{t_1} \neq \text{null} \land v_{t_2} = \text{null} \\
    c_{t_1} \leq c_{t_2} & \text{otherwise}
\end{cases} 
\]  

Using the order defined in equation 1, the vocabulary produced by Algorithm 1 respects property 1.

\textbf{Proof.} If a token of type \( a \) is included in \( P \), then an entry \((a, \text{null})\) will be created. As the order described above ensures that all entries where the value is \( \text{null} \) are greater than other values, a reverse sort will ensure that these will appear before other tokens. Therefore, if \( \text{maxSize} \) is equal or greater to the number of type token created, they will all be included in the vocabulary.

As the vocabulary is typically generated from a large corpus, we can almost be sure that all token types of programming language \( \mathcal{L} \) will be included in the set of programs \( P \). By putting this together with property 1, we can conclude that for all token types in \( \mathcal{L} \), a pair \((a, \text{null})\) will be included in the vocabulary. Using this property, we can define our vocabulary lookup function very easily. If the pair of the token type and its value is in the vocabulary, we return its index. Otherwise, we return the index of the pair defined by the token type and \( \text{null} \) — \((a, \text{null})\).

2) \textit{Skip-gram data generation:} After generating the vocabulary, we generate data to train a skip-gram model. In the context of natural language processing, the input is usually considered as a sequence, and the context of a particular word is the words before and after this word in the sequence of words used for training. Furthermore, the distance between the word and its context is normally parameterized by a single window size hyperparameter. In our tree-based skip-gram algorithm we take advantage of the topological information contained by the AST instead of working on a simple sequence of tokens. Therefore, we need to define the context of a token differently than for a sequence.

In the context of an AST, a node is directly connected to its parent and its children. Hence, we can define parents and children to be the context of a node. Depending on the use case, the siblings of a node could also be viewed as viable candidates for its context. A single window size parameter could be used to control how deep upward and downward should the context of a node be. However, although a node will only have a single parent, yet it can have any number of children. Therefore, having a window size of 3 for the ancestors would only generate 3 nodes in the context, but if every descendant of a node had 5 children, a window size of 3 would generate \(3^5 = 125\) nodes in the context. This would probably generate more noise than signal when trying to train the model. Therefore, we use two different parameters to control the window size of the ancestors and the window size of the descendant when generating the data to train our skip-gram model. When we do include siblings in the context, we currently use the direct siblings of the nodes and not the siblings of the ancestors, although this could also be another parameter of the algorithm. In algorithms 2, 3 and 4, we describe the process we use to generate the data to train a skip-gram model.

Algorithm 2 takes as input a list of files written in the programming language for which we want to generate token-level vectors, the vocabulary extracted for this programming language and the parameters described above. It loops over all the nodes in the file, uses algorithms 3 and 4 to find all nodes in the context of the current node, and returns a list of pair of indexes where each pair represent a target node and a node in its context. Algorithm 3 takes as input a node and the parameters described above and returns the set of nodes in the context of the given node. It first uses Algorithm 4 to find all the descendants of the node in the window given by the passed parameters, then finds all the ancestors in the given window and finally adds the siblings to the set of results if necessary. Algorithm 4 takes a node, the maximum depth up to which descendants should be populated and the current depth — which will initially be set to 0 — and returns the set of descendants up to the passed maximum depth for the node. It first adds all the children of the current node to the set of descendants, then recurses through all the children until the current depth is equal to the maximum depth for which to generate descendants.

3) \textit{Training the skip-gram model:} Once the data is generated using algorithms 2, 3 and 4, the last step needed to generate token-level vectors is to actually train a skip-gram.
Our clone detection model is based on the Siamese architecture [17], which has been popularized in face recognition tasks [18] and has also been used for many Natural Language Processing tasks such as sentence similarity [19]. A major difference between our network and usual Siamese networks is that Siamese networks take their inputs from the same domain — for example, two images or two English sentences. On the other hand, our model takes inputs from different domains: code fragments written in different programming languages. Therefore, unlike regular Siamese networks, we do not share the weights used to encode the inputs. To allow our model to learn efficiently even without sharing weights, we use the token-level vectors precomputed using our tree-based skip-gram algorithm presented in III-B. We show an overview of our model in Figure 4.

Our system uses several implementation techniques to improve its speed and precision. We present the most important ones here.

1) Negative clone samples selection: When training our model, we feed it with pairs of code fragments. To create these pairs, we first select a code fragment, which we call the anchor fragment, and then select a positive and \( n \) negative samples, where \( n \) is a hyperparameter. The number of available clones is relatively small, so to select the positive sample, we randomly select a code fragment in the set of code clones of the current anchor fragment. However, randomly selecting the negative code fragment would likely result in feeding the model with two very different code fragments and the model would therefore only learn to distinguish between code fragments which are very different. To allow the model to distinguish between code fragments which are more similar, we select negative samples that are currently hard for the model to distinguish. This is close to what is done for face recognition in DeepFace [22]. Ideally, we would like to find the code fragments for which the model is the most mistaken — where the predictions between the negative samples and the anchor are the closest to 1. However, this would require to run all the code fragments through our model for each anchor fragment, which is not realistic, performance wise. To work around this, we randomly select \( m \) candidate fragments for each anchor, where \( m \) is a hyperparameter of the model, usually set to 8 or 16 in our experiments, and run our model on all the candidates. We then sort the candidates using the similarity scores outputted by our model and select the \( n \) candidates with the highest similarity score — the \( n \) candidates on which the model is the most mistaken — as negative samples for the current anchor.

2) Pre-computing AST vectors: During training, our model takes two code fragments as input and emits a similarity score representation dimension) into a single vector in a high-dimensional space. We use a stacked bidirectional LSTM [21].

- Hash layer — Reduces the dimension of the AST vector outputted by the LSTM. We use a linear layer with no activation function, which weights are trained with the rest of the model.
- Classifier — We use a feed-forward neural network with a sigmoid output layer and therefore get a similarity score between 0 and 1.

We use a binary cross entropy loss to train our model. We give more details about how we choose the code fragments pairs used as input in III-D.

The clone detection step uses the trained model. Code fragments are first encoded into vectors, using the encoder part of the model shown in Figure 4. The similarity between the encoded vectors is then computed using the classifier. A pair of code fragments is considered to be a clone if its similarity score is above 0.5. The closer to 1, the most likely it is to be a clone.

D. Implementation details

Our system uses several implementation techniques to improve its speed and precision. We present the most important ones here.

- AST transformer — Transforms an AST into a vector where each element of the vector is the index of the AST node in the vocabulary. The AST is linearized by ordering its nodes in depth-first order.
- Token embedding layer — Maps each index to its vector representation computed using our tree-based skip-gram model trained on our token-level vectors generation. This is the most unique component proposed in this paper.
- LSTM (Long short-term memory [20]) encoder — Transforms the AST matrix (number of tokens × vector size) of indexes which can be directly fed to a neural network, and therefore, there is no need for further pre-processing. To train the model, the vocabulary used is the same as the one used to generate the skip-gram data and the size of the vectors is a hyperparameter of the model. The model is trained using the negative sampling objective as given in [16].

C. Clone detection model

Algorithm 4 Find descendants for a node until given depth

```plaintext
1: function FINDDESCENDANTS(node, maxDepth, depth)
2: if depth ≥ maxDepth then
3: return {} 
4: result ← node.children
5: for child in node.children do
6: descendants ← FINDDESCENDANTS(child, maxDepth, depth+1)
7: result ← result ∪ descendants
8: return children
```

Fig. 4. Clone detection model overview
between the two code fragments. The model is designed to take pairs of code fragments, this means that to detect clones in \( n \) fragments, we need to run the model on all combinations of fragments, resulting in \( O(n^2) \) runs. Running the whole model, especially the LSTM, is an expensive task and therefore running it \( O(n^2) \) times would scale very poorly. To work around this issue, we first precompute the output vectors for all the code fragments and therefore only run our LSTM \( n \) times. When checking if two code fragments are clones or not, we only need to get the precomputed vector representation of the two fragments and run them through our classifier. Although we still need to run our classifier \( O(n^2) \) times, it is an order of magnitude cheaper than running the whole model.

IV. Experiments and Results

In our experiments, we answer the two following research questions.

RQ1 Can our system learn similarities between programs written in Java and Python?

RQ2 Can the vector representation generated by our tree-based skip-gram algorithm improve the ability to learn similarities?

A. Dataset

1) Token-level vectors generation dataset: Tree-based skip-gram being an unsupervised algorithm, to train the model for a particular programming language, the only thing we need is a large quantity of code written in this given language. The code should also be as much as possible diverse so we can generate a representative vocabulary. For Java, we chose to use all the projects written in Java and belonging to The Apache Software Foundation\(^2\) which contain a very wide variety of projects. For Python, as we could not find any organization which satisfy the necessary properties for our experiments and therefore, we created our own dataset.

B. Experiments and Results

We performed three different experiments to evaluate our prototype. First, we used our token-level vector generation

\[^2\text{http://www.apache.org/}\]

\[^3\text{https://atcoder.jp}\]
algorithm to generate token-level vectors for Java and Python. We then trained our model on the dataset we created and tuned its hyperparameters. Finally, we used the trained model to perform clone detection with files in our dataset which were not used for training in the previous step.

We run our experiments on a 12 cores Linux machine with 64GB of memory and an Nvidia Quadro P6000 GPU with 24GB of memory.

1) Token-level vectors generation: In order to train our model, we first need to generate token-level vectors using our tree-based skip-gram algorithm. For both Java and Python, we generated two different kinds of vocabularies:

   1) Vocabulary without token values
   2) Vocabulary of 10000 tokens with values

The vocabulary without token values only contains the type of each token, for example, ImportStmt in Java, or FunctionDef in Python, while the one with values also contains identifiers information.

We tried to learn the representation using a large set of values for the different hyperparameters we had. We tried window sizes from 0 to 5 for the ancestors, from 0 to 4 for the descendants, we tried to use siblings and we tried output dimensions of 10, 20, 50, 100 and 200. At this point, we only qualitatively evaluate the vector-representation by plotting a number of points on a 2D plane and looking if semantically similar nodes were close or not. If increasing the size of the representation did not present any significant benefit, we kept the smaller size. In Figure 5, we show a subset of some points plotted in 2D and clustered using k-means [24]. We can see that statements, expressions, and declarations are correctly clustered and semantics are somewhat preserved. For example, ForStmt and WhileStmt are exactly at the same point and literals are close in the vector space.

In Table III, we show the parameters we found to work best for generating token-level vector representations and which we actually used for the clone detection experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ancestors window size</td>
<td>2</td>
</tr>
<tr>
<td>Descendants window size</td>
<td>1</td>
</tr>
<tr>
<td>Siblings included</td>
<td>no</td>
</tr>
<tr>
<td>Output vector dimension</td>
<td>50</td>
</tr>
</tbody>
</table>

Increasing the window size too much seems to create too much noise, and did not yield better results. Likewise, we suspect that including the siblings generated more noise than signal when training our model.

2) Model training and testing: To evaluate our clone detection model, and see how our token-level representation affects its performance, we perform experiments on both the single-language clone detection task, where two input programs are written in Java, and the cross-language clone detection task where a program is written in Java and the other in Python.

It is worth noting that most clones being at best weakly type III, the dataset is difficult in nature and we did not manage to obtain a recall higher than 0.1 on Java clone detection using SourcererCC [4].

We prepared the dataset to train our model by splitting the dataset we described above into training set containing 80% of the data, the cross-validation set used to tune our hyperparameters containing 10% of the data, and finally, the test set used to give a final evaluation of our model. For both training, cross-validation, and test, we treat files implementing a solution to the same problem as clones and randomly choose n samples from files implementing a solution to a different problem to use as negative inputs to our model. We choose samples with a number of tokens close to the positive one, to make sure our model is not too biased by the input length. We make the number of negative samples vary during training but fix this number to 4 samples — giving us a dataset with 20% of clones — for cross-validation, in order to be able to compare the performance of the different models on the same input data. Below, we give more details about the different models we trained during the experiments.

Baseline. To show the importance of the AST structure when training the model, we create a baseline model which treats...
source code as a sequential input for both token-level vector generation and clone detection. Concretely, the model used for clone detection in this baseline is the same as the one shown in Figure 4, but instead of using the AST transformer we simply feed the tokens in the source code sequentially, and the token-level vectors are learned by using the regular sequential skip-gram algorithm on tokens sequences.

**Pre-trained token vectors.** In this experiment, we use the model described in Section III and we initialized the weights of the embedding layer using the token-level vectors representation learned using our tree-based skip-gram algorithm.

**Randomly initialized token vectors.** In order to show the effect of the token-level vectors we learned using tree-based skip-gram, we use exactly the same model as the previous experiment but replace the learned representation by randomly initialized vectors and let our model learn the representation.

**Pre-trained token vectors, no values.** To see how the values of the tokens — the identifiers in the programs — influence the clone detection ability, we trained a model with a vocabulary containing only the token types, which means that the system cannot distinguish an identifier $x$ from an identifier $y$. This reduces the size of the vocabulary to around 100.

In all our experiments, except the one where we exclude the values of the token, we used a vocabulary size of 10000 as increasing the size further did not significantly improve the results. This means that most identifiers which do not come up in the first 10000 tokens would not come up often enough in our dataset to be useful to our model. Other hyperparameters were also chosen experimentally, and we trained all the model described above with the same set of hyperparameters to ensure that the results were not influenced by other factors. We present the set of hyperparameters we used for training in Table IV and use these hyperparameters to measure the performance of our model on our test set. We show the results we obtained for cross-language clone classification in Table V and the results for Java clone classification in Table VI. Using our pre-trained vectors, we obtain an F1-score of 0.66 on the Java/Python clone classification task. This shows that our model is able to learn similarities between Java and Python programs, which responds positively to RQ1.

Our results show that for both cross-language and single-language clone detection, our model using pre-trained token vectors performs the best. Using the AST structure gives us around 12% F1-score and 15% precision improvement compared to our sequential model baseline. Using our token vectors pre-trained with our tree-based skip-gram algorithm gives us a 5% improvement on the F1-score for the cross-language task, and 3% improvement on the single-language task, which responds positively to RQ2. We assume that the improvement is greater for cross-language because it is simpler for the model to map tokens for code written in the same programming language, so there is less need for pre-training. Another important point about the benefit of our pre-trained vectors which is not reflected in these results is the time for which the model needs to be trained before converging. For example, in our Java/Python experiment, after only 10 epochs, our model using pre-trained vectors already has an F1-score of about 0.6 while the model using randomly initialized vectors have an F1-score of about 0.45. Finally, the results for the model not using token value is interesting because we get only an 8% decrease in the F1-score on the single-language clone detection task, while we get a 15% decrease on the cross-language detection task. The reason for this difference is likely that the model can more easily map the structure of the ASTs in a single-language context, making the need for the values of the tokens less important than in a cross-language context.

3) Clone detection experiment: In the previous experiment, we evaluated the similarity between the given code fragment and only five samples including one code clone. In this experiment, we evaluated the similarity among all the combinations of the given set of code fragments. We use our model to find clones in that set, which is how clone detection tools usually work. We use 500 randomly sampled files from our test set. As our system currently accepts only pairs of code fragments, it takes $O(n^2)$ — where $n$ is the number of input files — to run perform clone detection we must run it on all the pairs of input files. To speed up the computation, we first precompute the vectors for all the input files, as described in III-D2 and then run the classifier part of our model on each pair of vectorized ASTs. We present the results we obtained in Table VII. The recall results are as good as the one we obtained when testing our model, but the precision is an order of

### Table IV

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Token vector dimension</td>
<td>100</td>
</tr>
<tr>
<td>Encoder layer</td>
<td>bidirectional LSTM, stacked with 2 layers layer dimensions: 100 and 50</td>
</tr>
<tr>
<td>Classifier</td>
<td>single hidden layer, 64 units</td>
</tr>
<tr>
<td>Optimizer</td>
<td>RMSprop [25]</td>
</tr>
<tr>
<td>Epochs</td>
<td>50</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.53</td>
<td>0.41</td>
<td>0.74</td>
</tr>
<tr>
<td>Pre-trained token vectors, no values</td>
<td>0.51</td>
<td>0.40</td>
<td>0.71</td>
</tr>
<tr>
<td>Randomly initialized token vectors</td>
<td>0.61</td>
<td>0.49</td>
<td>0.82</td>
</tr>
<tr>
<td>Pre-trained token vectors</td>
<td>0.66</td>
<td>0.55</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### Table VI

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.65</td>
<td>0.50</td>
<td>0.92</td>
</tr>
<tr>
<td>Pre-trained token vectors, no values</td>
<td>0.69</td>
<td>0.56</td>
<td>0.90</td>
</tr>
<tr>
<td>Randomly initialized token vectors</td>
<td>0.74</td>
<td>0.65</td>
<td>0.85</td>
</tr>
<tr>
<td>Pre-trained token vectors</td>
<td>0.77</td>
<td>0.67</td>
<td>0.92</td>
</tr>
</tbody>
</table>
magnitude lower than our previous results. As during the training phase we had only 4 negative samples per clone, we suspect that we did not manage to provide enough hard examples to train our model. To detect clone, we compare each code fragment to all the others, and the model therefore probably run in harder cases than the one it has seen during training time, thus increasing the number of false-positives. Further improvements to the negative sample selection process described in III-D1 should help improve the precision.

Overall, 90% of all the clones all correctly marked as positive but only 1 out of 5 of the clones marked as positive are actually clones. As a final response to RQ1, we conclude that although our prototype is able to learn similarities between programs written in Java and Python, it does not do it precisely enough for practical use yet.

C. Discussion

As briefly discussed in Section II, our system is mostly designed to detect cross-language clones where ASTs can be very fuzzily matched. Using our approach, we are able to detect clones across languages, such as the one presented in listings 1 and 2 — our system predicts these two programs are clones with 75% of confidence. On the other hand, as we are learning to match patterns in the structure of the programs, our system tends to mark programs with similar structures as clones, which negatively affects the precision score reported. For example, the programs in Listing 3 are an example of a false-positive we got when inspecting the results of our experiments. Although these two code fragments do not enter the type IV clone as defined in the literature, the codes do share many traits: reading a value from the standard input, initializing a variable to hold a temporary result, updating the result in a loop, and finally outputting a string conditionally depending on the value of the temporary result. Whether finding such patterns could really be helpful to help refactoring, or not, is an open question and would need a more thorough investigation to be answered.

More generally, the current literature about clone detection does not provide a clear taxonomy for cross-language clone detection. Types I to type III define clones by the similarities in the structure of the program. Even more granular classifications such as strongly and weakly type III [15] only really make sense in a single-language context for the same reason. This means that we have no way to classify cross-language clones as they all enter the type IV category of functional clones. There are at least a few points that we think are important to classify cross-language clone detection.

First, do the code fragments implement the same algorithm? Two code fragments implementing the same functionality with different algorithms should be the weakest possible type of clone. Second, to what extent can the statements of the code fragments be matched. For example, in listings 1 and 2, the last print statements can be mapped directly, while the for loop statement is more ambiguous, although both loops do depend on some value read from the standard input. How to combine these properties needs further analysis, but is worth investigating, as we think improving this taxonomy will help to reason better about cross-language clones.

V. Threats of validity

The main threat of validity is that the data we used to test our model is vastly different from the data we could expect in a real-world system. As detailed in IV-A, we used data from competitive programming problems to train and test our model. Although the number of lines per code fragment in our dataset is relatively close to the one of a typical function, competitive programming has some particularities. For example, variable names are often less meaningful than in production code. Furthermore, the tasks solved by the program being extremely well-defined, it is easier for two
programs solving the same problem to look very similar than two functions in a typical code base. However, having different training and test datasets is more common in machine learning and there are many solutions to this issue [26]. A possible solution could be to manually annotate a much smaller dataset and use it fine-tune the classifier of our model.

VI. RELATED WORKS

In this section, we will discuss related work in two different categories: first, clone detection approaches for single-language and cross-language clone detection, then some other approaches to vector representation generation methods.

A. Clone detection approaches

Clone detection has been studied a lot in the literature, although most of the effort has been put into single-language clone detection. CCFinder [3] and more recently SourcererCC [4] present token-based techniques to detect code clones. These techniques work especially well for type III copy-paste induced code clones and are able to scale very well, as shown in [27]. Some other methods such as [28] also use somewhat similar approaches to detect plagiarism between programs. However, although the methods used are language agnostic in the sense they could be used for any programming language, they are not designed to work across programming languages, making their scope different from our work.

Deckard [13] presents a scalable AST based approach to clone detection, where a hash value is generated for subtrees in the AST and locality-sensitive hashing [29] is then applied to cluster code clones. The vector generation approach in this work is designed to work with programs written in the same language, and finding one which would work across programming languages is a research problem in itself.

In recent years, some clone detection work using deep learning techniques have emerged. In [30], the authors propose the RVNN model, which helps them improve the AST representation to achieve better performance for clone detection. In [31], the authors propose an alternative model which is built on tree-LSTMs [32] to represent ASTs for clone detection. Both works focus on Java clone detection and are mostly orthogonal to our work, as we could try to replace the encoder layer in our model by one of the proposed models.

Some approaches to cross-language clone detection have also been proposed but assume some sort of common intermediate representation between languages. In [33], the authors propose a system capable of detecting clones between C# and Visual Basic.NET by using CodeDOM as an intermediate representation. The system is therefore not designed to perform clone detection across arbitrary languages such as Java and Python. Another approach, which is not directly designed for cross-language clone detection, is the one presented in [34], where clones are detected directly from the executable format. Although this approach would not work for our Java and Python example, it could potentially work across multiple programming languages if the same compiler backend (e.g., LLVM) were used to produce the binary.

B. Vector representation generation approaches

Many different approaches have been proposed in the literature to generate vector representation, either for words, tokens or nodes. The closest work to our tree-based skip-gram is the original skip-gram [16] algorithm, on which we based our method. As explained in Section III, while the skip-gram algorithm works sequentially on words in a sentence, our algorithm uses the structure of the tree to generate the context tokens of a particular target.

There also exist several approaches which are able to generate token-level representations for nodes in an arbitrary graph structure. node2vec [35] uses a custom of random walk mixing breadth-first search and depth-first search, while subgraph2vec [36] uses Weisfeiler-Lehman graph kernels [37] and an extension of the skip-gram algorithm to learn vector representations of rooted subgraphs. An important difference with our tree-based skip-gram is that our method focuses on learning vector representations in a tree topology. This allows us to have a clear distinction between ancestors and descendants, which is significant in the context of an AST. Some early work to learn token vector representations from ASTs can be found in [38], but this work only focuses on learning representations for the types of the nodes in the AST. As in our pre-trained token vectors with no values experiment, an identifier x and an identifier y are represented by the same token. Whether the same approach can be used when including identifiers is not clear.

VII. CONCLUSION

In this paper, we presented our cross-language clone detection method based on semi-supervised machine learning. For the unsupervised learning phase, we introduced the tree-based skip-gram algorithm to learn semantically meaningful representations of the program tokens. We also created a cross-language code clone dataset and used it to train and evaluate our model. We showed that our system is able to find interesting patterns across programs written in Java and Python.

Although our system is not yet designed to perform large scale clone detection, combining techniques such as deep hashing [39] and fast nearest neighbors search [40] should improve its speed enough to run at scale. The next step is to put this engineering effort into our system and to evaluate it empirically on real-world code bases to see to what extent it can be used to refactor large systems.
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